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Abstract

Last year the Blizzard Challenge 2005 introducesl speech
synthesis community to the concept of large scalelti-site
evaluation of TTS systems using common data. Is, tie
second year of the Blizzard Challenge, we agaikledcthis
task. Participation increased dramatically, outadbtal of 17
initial sites that showed interest, a total of itéssfrom around
the world actually submitted entries. In this pape discuss
the results, difficulties, and differences in thésar's Challenge.
Index Terms. speech synthesis, evaluation, corpus based
synthesis

1. Introduction

Everyone understands the importance of evaluatigvhat is
often not understood is the importance of manyedhtypes of
evaluation. Most groups conduct some sort of indeo
evaluation periodically to determine whether tharges being
made to their systems are actually improvementshe field of
speech synthesis, this had often been the extent With each
group using different datasets, it was very harévaluate how
well particular techniques worked, as it is cldmttthe database
itself is an important contributor to the overalliajty of a
corpus-based synthetic voice. Last year six site& part [1].
The challenge clearly focused groups, and lastysamewhat
unexpected results highlighted that evaluation @mron
datasets is a critical aid in our continued goabefter quality
speech output.

The Blizzard Challenge is to take a provided sirggleaker
database of recorded speech plus its transcrigtiah build a
synthetic voice from it. Five sets of 50 sentenesst then be
synthesized with the constructed voice. These hegited
utterances are then listened to by three diffdistener groups.

The data for Blizzard Challenge 2006 was provided b
ATR, and consists of some 5000 phonetically baldnce
utterances spoken by a male speaker of US Englisbxt,
automatically derived phone labels, and Festivatefdhce
Structures were additionally provided. The datdudes CMU
ARCTIC [2], news stories, and conversational tessigned for
machine translation systems (BTEC [3]). Followidgsires
expressed in the previous year, this database histantially
bigger than that made available in 2005, which bed of only
CMU ARTIC, though four different voices were progitl

Also following last year, the five genres were kdm same.
These were novels, news, conversation, phoneticaljusable
sentences, and semantically unpredictable sent¢8tk3). The
novels, news, and conversations test sentences hettleout
from the full ATR dataset before we released thalse to the
participants, specifically this allowed us to haatural speech

examples for those test sentences, which provideh
benchmark for our synthetic examples and a metbodetect
listeners who are not treating the task seriously
This marks the second year of the Blizzard Chalenghe

success of the Blizzard Challenge 2005 led to nalyke
increased participation this year. More than tvasamany sites
from both industry and academia participated, regmeéng
multiple labs from Asia (7), the United States (@)d Europe
(5).

. ATR, Japan

e Cereproc, Edinburgh, UK

e Carnegie Mellon University, USA

e CSTR, University of Edinburgh, UK

. DFKI, Saarbriicken, Germany

« IBM, Yorktown Heights, USA

. IBM, Haifa, Israel

e IFLYTEK Research, China

. IVO, Poland

e Kyoto University, Japan

. Microsoft Research Asia, China

« Nagoya Institute of Technology, Japan

*  University College Dublin, Ireland

e University of Science and Technology of China

An annual challenge of this sort is both a valuabource
and a strong motivator for healthy competition amon
researchers, which in turn, leads to innovatiorhe Blizzard
Challenge 2006 was hosted by Carnegie Mellon Usityeand
conducted from late June to mid August 2006.

2. Blizzard evaluation methods

Much of our basic evaluation process has beenechmiver
from last year's challenge. Refer to Bennett 2[f)5or further
details, as here we focus primarily on the diffeemnin this
year's challenge.

2.1. Test ordering

Similarly to last year, each listener was assigt®d group
upon registration. Instead of ten groups, thisryea
determined the number of groups based on the nuraber
participating sites. These group assignments weed to
determine the order of systems a user would heaugih each
of the sentences and each of the tests. Additigrthle group
assignment determined whether a listener would kaamples
synthesized from the full speech dataset or thdlemarctic-
based subset. We felt it would be too labor-intenfor each
listener to evaluate samples from both versionsvefy system
for every test, thus listeners only heard sampta® the full set



or Arctic set. Therefore, because there were Ificpzating

systems, plus the natural “system”, and two distohatasets,
there would be 30 distinct ordering groups. Tkid5b groups
per dataset. (Note that one of these groups wssamied in
advance because one site did not submit an Areied system.
As a result, there were 29 ordering groups ovérall.

Because of the large number of participants thar,yee
opted to have each listener hear only one samplsyséem per
test. With no natural samples for the final twst$e this means
that each listener would hear 14 to 15 samplestgstrin the
first three tests and 13 to 14 samples in each®effinal two
tests, depending on whether they were assignedéoob the
full set groups or one of the Arctic set groups.

In order to guarantee every possible ordering efesys, a
Latin square was utilized. For the first threetdes 15 x 15
Latin square was devised for samples synthesizied tise full
speech dataset. A 14 x 14 square was used fdirshehree
tests of the Arctic-based samples as well as tia fivo tests of
the full set samples. Similarly, a 13 x 13 squaes used for
the final two tests of the Arctic-based samplesng/s Latin
square design means that each system had its sampkch
position (first, second, third, etc.) exactly onte, in a single
group. Sentence order was maintained across ghnutpsystem
order varied such that each system held each positi
Additionally, we attempted to use a balanced Lauare,
meaning that surrounding context is also maximadsied (.e.
A follows B only once and vice versa); howeversliould be
noted that balanced Latin squares do not existddrnumbered
squares [5]. As a result, our Latin squares wealy, though
not completely balanced.

Based on the number of ordering groups establishede,
we hoped to attain at least five listeners per growith 29
groups and three different types of listeners (dlesd in
section 2.2 below), this meant our target numbdisteners was
145 per listener group and 435 listeners overalhitially
listeners were assigned to groups in a rolling itashadding
one listener to each group in order of registratiod based on
listener type; however, toward the end of the eatidm this
assignment method was modified such that the gredghsthe
fewest number of listeners who had actually conegletll of the
tests were assigned new listeners first. This avasttempt to
balance the number of listeners with completedstasiong all
of the groups, thus balancing the collected dataafbof the
systems.

2.2. Listener groups

Once again we used three categories of listenergh@n
evaluation — speech synthesis experts (Group Sunteers
(Group V), and native U.S. English speakers unberage of
25, loosely termed “undergraduates” (Group U).

Participating sites were asked to provide 10 speech

synthesis experts as listeners. These made up @and were
predictably from around the world with varied linsfic

backgrounds. This group has a high level of mditivato

complete the task because of their professionslatiel interest.
Over the course of the evaluation, 134 type S rimte
registered. This is 11 short of our desired nundfdisteners,
which we were hoping to achieve despite the faat tiad every
site provided their 10 listeners, we still wouldvleebeen short
by five. In any case, 126 of the 134 registerethgeted some

portion of the tests, while 83 completed all of tests. For this
group, the large number of non-native listeners aadmpact
on their ability to complete the open responsestdstinging
down the completion number significantly.

Group V was composed strictly of volunteers who heard
about the challenge from a message board or liail grost, by
word of mouth, or by other such means. Membetkisfgroup
have very little to gain (or lose) from participadi thus they
displayed the least motivation to complete allfed tests. An
encouraging 214 listeners were registered undeupgry.
While 174 completed some of the tests, only 113pdetad all
of them. Thus for this group we were only 32 ligtes short of
reaching the overall goal of 145 completed. Rvirth noting
though, that there is some evidence to suggesstima¢ of these
listeners should have been included in the S grangh may
have registered as type V in error.

Group U was the most demographically controlledthf
three groups but also the most difficult group tpuplate. This
group was restricted to native U.S. English spegkas this is
the dialect of the voice talent and thus the voloeisg tested.
Members of this group were typically undergradusttedents,
though any native speakers under the age of 25aligible. In
order to help populate this group, U listeners weail $10 in
the form of an Amazon gift certificate. Last year found that
a $5 payment was insufficient to draw significanimiers. This
year, several other factors contributed to theialiffy of
gathering a sizeable number of listeners in group These
issues will be discussed in section 4. We werg aile to
amass 55 registered listeners under group U, aelit of the
goal outlined in the previous section. Fifty coetpl some
portion of the tests, but only 44 completed althaf tests.

2.3. Test types

Test types were identical to that of the Blizzalthilenge 2005.
Tests 1 through 3 were Mean Opinion Score (MOSIstE

with a scale of 1 to 5, where a score of 5 is bd$te final two
tests were Modified Rhyme Test (MRT) [7] and Sericatity

Unpredictable Sentences (SUS) [8]. These are opsmonse
tests where the listener is asked to type the witralsthey hear
into a text box, rather than provide a score. thase open
response tests, word error rate (WER) is calculdtech the
listeners’ inputs.

2.4. Test design

For this year's Challenge, we again chose to candl@ntirely
online evaluation. The number and variety of listes available
are dramatically increased by conducting a studinenthough
the experimenters have considerably less contr@r dhe
environment and likelihood of completion of the lexadion.
The same evaluation software, developed last yeas
modified to suit this year’s conditions includinguing only one
speaker from which to synthesize samples, testimydistinct
speech datasets (the full set and a subset), ahdling a vastly
increased number of participant systems.

As stated previously, the evaluation was again asmeg of
five tests, from the genres news, novels, conversaMRT,
and SUS. Each test contained 13 to 15 samplestaged in
section 2.1. All other aspects of testing werenidal to last
year; see [4] for details.



3. Resultsand discussion

For the purpose of anonymity, participating sites/eéh been
assigned letter identifiers, A through N. ThedetD is used to
denote the natural speech reference examples. udind
“system O” allows us to compare natural speechrdszbfrom
the voice talent directly to the synthetic speech tloe
participating systems.  Since reference samplese west
available for MRT and SUS sentences, we are unable
compare WER scores and thus will report natural Mo&es
only.

There are many dimensions along which to compaige th
year's results. There are the results when ugiedull speech
dataset versus when using the Arctic subset. Taereesults
when the data is restricted in the strictest semssus a more
lax restriction (explained below in 3.1). And ajwse, there
are the dimensions of listener type and test typemparisons
could also be made to overall results of eachftest last year,
particularly for the Arctic subset. Age, gendeafive tongue,
and more are also available for scrutiny. Here previde
highlights but will by no means cover all of thegetential
comparison points.

3.1. Datarestrictions

When conducting an evaluation of this size, ofthareé are
some data that must be excluded. The followingevidentified
as reasons for exclusion:

e incomplete tests,

 failure to follow directions,

« inability to respond to type-in testisg{ language barrier),

e unusable responses, such as those

expectation.
These conditions are described further in [4]. Thenary
differences in the two data restrictions were deves. In the
lax case, any incompleté.€ unfinished) test was discarded,
though other complete tests from the same listemere
preserved. In the strict case, if a listener ditldomplete all of
the tests in their entirety, all data from the digr was
discarded. This was in an effort to ensure theesaomber of
inputs for each of the tests. Also, in the stdase, if any test
contained three or more “missing” entries, theehsr was
discarded. Here we use “missing” entries to rédethe case
where, often as a result of poor English skiliseeher may have
given responses to most type-in samples, thouglalhotf they
could not discern any words for three or more efsamples in
a single test, they were removed under this coiteriln the lax
case these listeners were left in so long as these gsome
legitimate responses because they showed effarbinpleting
the task.

3.2. Strict results

These results were calculated using the strictst i@strictions.
These are considered to be the official results aete
distributed to the participating sites.

In Table 1 we see the results of samples builtgutie full
speech dataset. These results are divided bydistype and
ordered by system performance. Average MOS owerthiree
MOS tests and WER for the two open response testgigen.
Remember that for the MOS tests, a 1 to 5 scaleused, thus

the closer the score is to 5, the better. For W&ERWwer score
is better because it means listeners were bettertaldiscern

the words being spoken by the system.

The scovengi

represents the number of errors found in listenputs for each

of the systems.

S
MOS type-in

\%

MOS type-in

MOS type-in

K -3.696 C - 14.63

C-3.514 C-20.48

K -3.738 M -11.90

H-3.400 | -17.22

K -3.458 A - 23.59

C-3.726 K - 12.50

L-3.370 A-17.41

M -3.220 | -24.72

H - 3.536 C - 14.58

C-3.319 M -18.33

L -3.203 K - 25.14]

M -3.441H -15.18

M -3.252 G - 18.70

H-3.170 M - 25.42

L-3.381 1-15.48

G-3.163 L - 20.00

G-3.124 H - 26.41

| -3.369 A -17.56

1-3.089 H&K -

I -3.017 G-26.69

G -3.238 G - 19.05

D& F_ 21-11

A-3.000 L -27.12

A-2941 B& L -

2948 p.23.15

D-2.802 D -30.65

D-2.881 1935

A-2.926 N -23.89

F-2.633 B-31.92

F-2.738 D-19.64

N -2.519 B -24.07

B -2.458 N -33.90

B -2.560 N -24.70

B-2.467 J-27.96

N-2441 J-35.31

N-2.536 J-32.14

J-2.000 F-3241

J-1.944 F-43.64

J-2.012 F-37.80

E-1.393 E-49.44

E-1571 E-61.16

E-1.619 E-53.27

lacking effort,
inappropriate to the task, or extremely contrary to

Table 1. FULL-STRICT: Systems ranked by performance
on the full dataset with strictest data restrictions.

S
MOS type-in

\Y,

MOS type-in

U

MOS type-in

C-3.246 C-18.64

C-3.636 C-18.52

C-3.792 C-10.94

K -3.070 L - 20.39

L -3.469 L -22.22

L-3035 |1&M -

K -3.253 1 -23.30

K&L- L-19.79
3.271  H.20.31

M -3.009 21.27

H-3.124 M - 23.92

M -3.208 A - 20.83

H-2.719 H - 23.46

M -3.074 H - 24.38

H-3.167 M - 21.35

| -2.667 A-25.22

| -2.969 A -25.15

D-3.021 | - 24.48

A -2.588 G -29.17

G -2.821 K -29.94

A -2.958 K -29.17

D -2.579 K - 31.80

A-2.753 G-30.71

| -2.854 G-30.73

F-2.430 J-33.11

D-2.741 D-32.72

G-2.750 D - 32.29

G -2.368 D - 34.65

F-2.327 J-37.35

F-2.417 B - 33.85

B-1.921 B -34.87

B-2.284 B-39.35

B-2.167 J-41.67

J-1.842 F-37.06

J-1.994 F-41.98

J-1.833 F-42.19

E-1.316 E-52.41

E-1.426 E-50.31

E -1.500 E - 54.69

Table 2. ARCTIC-STRICT: Systems ranked by performance
on the arctic subset with strictest data restrictions.

A discussion of the results here as well as therésxilts
presented in 3.3 will be given in section 3.4 below



3.3. Lax results

Results in this section were calculated using nlase data
restrictions. These results are included for catepa because
of the data sparseness of the strict set. Keepirid they may
contain more non-native listeners, and the numibesubjects
per test are not equal. Generally speaking, theben of
subjects decreases in order of the tastsTest 1 has more than

Test 2, etc., up to Test 5, the SUS test).

S
MOS type-in

\%

MOS type-in

U

MOS type-in

K -3.632 C-19.09

K-3.521 C-21.77

K-3.739 M -11.73

L - 3.456 A -21.36

C-3.496 A-2451

C-3.685 K -12.61

C-3.353 [-21.52

L-3.252 1-26.21

H-3.511 C - 14.66

H-3.328M -21.84

H -3.223 K - 26.60

M-3424 H & -

M -3.230 G - 22.49

M -3.207 M - 26.86

L-3.391 1525

G-3.211 L -23.30

G-3.128 G-27.38

1-3.380 A-17.60

| -3.098 H -23.95

1-3.074 H-27.64

G-3.239 G- 18.77

F - 3.049 K - 24.60

A-3.021 L -27.90

A-2957 B&L -

A-299 B&D-

D-2.822 D-32.20

D-2.826 19.06

D-2.946 26.86

F-2.690 B-32.46

F-2.696 D-19.35

N-2.495 N - 27.02

B-2.488 N-34.68

B-2.554 N-24.63

B-2.456 J-31.23

N-2.422 J-36.11

N-2.467 J-32.26

J-1.961 F-34.63

J-1.934 F-44.20

J-2.011 F-37.24

E-1.431 E-51.29

E-1.550 E-61.54

E-1.609 E-52.49

Table 3. FULL-LAX: Systems ranked by
the full dataset with lax data restrictions.

performance on

S
MOS type-in

\%

MOS type-in

MOS type-in

C-3.338 C-22.37

C-3.472 C-20.17

C-3.909 C-12.50

K-3.263 L -24.51

L -3.336 L -23.37

L-3.346 L -21.30

L-3.219 1-24.90

K-3.214 M - 25.45

K-3.309 M -21.76

M -3.013 M - 25.49

H-3.039 | -25.87

H-2.863 H -26.65

M -2.948 H - 26.84

H&M- A&H-
3.273 22.22

1-2.738 A-29.18

1-2.843 A-27.12

A-3.109 |-26.85

A-2.700 K -33.27

G-2.734 K-31.15

D -3.055 G -30.56

D-2.663 G-33.66

A-2712 G-31.43

1-2.873 K -31.94

F-2.656 B-36.58

D-2.651 D-34.91

G -2.855 B-33.80

G-2.550 J-36.77

F-2.445 J-38.53

F-2.418 D-34.26

B-1.969 D-37.74

B-2.170 B-40.19

B-2.218 J-43.52

J-1.888 F-38.72

J-1.917 F-42.84

J-1.927 F-43.98

E-1.381 E-52.53

E-1.397 E-52.99

E-1.636 E-54.63

Table 4. ARCTIC-LAX: Systems ranked by performance on
the Arctic dataset with lax data restrictions.

As in the previous section, Table 3 on the leftveh®OS
and WER results for each of the listener types.suRe are
ordered by system performance on the full speedasda
Table 4 then shows the same for systems creatad osiy the
Arctic subset of the speech data.

3.4. Discussion of results

In this section we provide a general discussionhef results
presented. The additional tables, 5 and 6, ateded for ease
of comparison across systems. Table 5 presentathe results
as in Tables 1 and 2g. strict results from both the full and the
Arctic datasets. Table 6 then presents the redaliad in
Tables 3 and 4, which were lax results from bothaskt
configurations. Unlike their counterparts, residtshese tables
are sortecby system for easier analysis of each system across
datasets, test types, and listener types.

Generally speaking, most systems demonstrated rbette
performance when using the full speech datasetwem using
the significantly smaller Arctic subset of that alat In other
words, WER was lower and average MOS was highetHer
samples built from the full set compared to thosi irom the
Arctic subset. Whether the strict or the lax dedstrictions
were used, this was true for all systems as ratedhb S
listeners; the other listener groups were slighels consistent
in this regard. However, for one team, nearlydpposite case
was true. Team C emerged as a clear winner in WHER and
average MOS when Arctic-based systems were compafteh
performing as well as or better than their owneystrained on
the full speech dataset.

Contrary to the trend among the majority of syrithet
speech systems, when the natural speech samplatedsn the
Arctic MOS tests versus the full set MOS tests @mpared,
we see a very different result. Keep in mind ttieg natural
samples, because they are natural, idemtical under both
testing conditions. In this case, we see a loweramge MOS
when tested with full set systems versus whendesith Arctic
subset systems. In some cases the difference agssiight,
but the trend was observed across the board —lifdistaner
types and both levels of data restriction. One sibds
explanation involves the fact that most systemfopied better
on the full set. Keep in mind that every scaleekative, and
listeners only scored Arctic systemsfull systems. In the case
of the full-based tests, overall quality was geleiguite good.
In the case of the Arctic-based tests, quality wamewhat
reduced. Thus, by comparison, the natural samgbesded
consistently that much better than their synthetianterparts.
Unfortunately we do not have WER information foe thatural
samples, which would be very interesting to commgven this
observation. Also, perhaps Team C's slightly ojieesf-the-
trend results (often performing better on the Arcet than on
the full set) can also be attributed to this pheaoom? On the
other hand, it's possible that this team has sinfyggn more
successful at making full use of sparse data.

It is less clear which system did best using tHedipeech
data. Team C again did well with the best WERseurlex
restrictions and other top ranks; however, Teamald just as
many top finishes on the full set. (Team M alsabiged the top
spot under two of the conditions.)

Last year we observed that type S listeners weteonly
better at understanding synthetic speech (lower BYHERt that



they also liked it more than the other populatiofbis year we
noticed a change. S listeners often performeebett the open
response tests than their type V counterpartspbuhe whole,
the type U listeners had higher MOS averages atidrb&ERs,
particularly for the best systems, reaching an @spive 10.94
WER on the best performer for the strict Arctic aatl an 11.9
WER on the full set.
somewhat different from last year in Section 4.2.

We'll discuss how this popigda is

As was the case last year, on average female disten
outperformed male listeners on the open resposge f&verage
MOS was also slightly higher for the female popolat Of the
MOS tests, the news genre was again the lowesbrpsef.
Standard deviations are slightly larger this ydigely because
of the division of listeners among the two testssgull and
Arctic) which meant fewer data points for each.test

5 full set arctic subset Vv full set arctic subset U full set arctic subset
MOS type-in MOS  typein MOS type-in MOS type-in MOS type-in MOS type-in
A | 2926 17.41| 2588 25.22 A | 3.000 23.59 2.753 25.1% A 2.941 17.56 2.958 20.89
B | 2.467 2407 1921 34.8Y B | 2.458 31.92 2.284 39.35 B 2.560 19.35 2.167 33.84
C| 3319 1463 | 3246 1864 | C | 3514 2048 3.636 1852 | C 3.726 14.58| 3.792 10.94
D | 2.948 23.15| 2579 3465 D | 2.802 30.65 2.741 32.72 D 2.881 19.64 3.021 32.24
E 1.393 4944 1316 5241 E | 1571 61.16 1.426 50.31 E 1.619 53.27 1.500 54.64
F 2.948 3241 2430 37.06 F | 2.633 43.64 2.327 4198 F 2.738 37.80 2.417 42.14
G | 3.163 18.70| 2.368 29.171 G | 3.124 26.69 2.821 30.71 G 3.238 19.05 2.750 30.79
H 3.400 21.11| 2.719 2346 H | 3.170 26.41 3.124 24.38 H 3.536 15.18 3.167 20.3]
| 3.089 17.22| 2.667 21.27 | 3.017 24.72 2.969 2330 | 3.369 15.48 2.854 24.44
J 2.000 27.96| 1842 3311 J | 1.944 35.31 1.994 37.3% J 2.012 32.14 1.833 41.6]
K 3.696 21.11 | 3.070 31.80 K | 3.458 25.14 3.253 29.94 K 3.738 12.50 3.271 29.17
L 3.370 20.00f 3.035 20.39 L | 3.203 27.12 3.469 2222 L 3.381 19.35 3.271 19.74
M 3.252 18.33| 3.009 21.2TM | 3.220 25.42 3.074 23.92 M 3441 1190 3.208 21.35
N 2.519 23.89 n/a n/al N | 2.441 33.90 n/a nfal N 2.536 24.70 n/a n/a
n/a n/a n/a n/a n/a n/a

Table 5. Overall results given strictest data restrictions. MOS and WER scores for all systems on both datasets, for all user types.
Best performersin each category are marked in bold.

N full set arctic subset v full set arctic subset U full set arctic subset
MOS type-in MOS type-in MOS type-in MOS type-in MOS type-in MOS type-in
A 2.995 21.36| 2.700 29.18 A | 3.021 2451 2.712 27.12 A 2.957 17.60 3.109 22.21
B 2.456 26.86| 1.969 36.58 B | 2.488 32.46 2.170 40.19 B 2.554 19.06 2.218 33.8(
C | 3.353 19.09 | 3.338 2237 | C | 3.496 21.77 3.472 2017 | C 3.685 14.66| 3.909 12.50
D | 2946 26.86| 2.663 37.74 D | 2822 32.20 2.651 3491 D 2.826 19.35 3.055 34.26
E 1.431 51.29| 1.381 5253 E | 1.550 61.54 1.397 52.99 E 1.609 52.49 1.636 54.63
F 3.049 34.63| 2.656 38.71 F | 2690 44.20 2.445 42.84 F 2.696 37.24 2.418 43.94
G| 3211 22.49| 2.550 33.6 G | 3.128 27.38 2.734 3143 G 3.239 18.77 2.855 30.5¢
H 3.328 23.95| 2.863 26.69 H | 3.223 27.64 3.039 26.84 H 3.511 15.25 3.273 22.21
| 3.098 21.52| 2.738 2499 | 3.074 26.21 2.843 25.87 1 3.380 15.25 2.873 26.8"1
J 1.961 31.23| 1.888 36.771 J | 1.934 36.11 1.917 38.58 J 2.011 32.26 1.927 43.5%
K 3.632 2460 | 3.263 33.27] K | 3521 26.60 3.214 31.14 K 3.739 12.61 3.309 31.94
L 3.456 23.30| 3.219 2451 L | 3.2562  27.90 3.336 2337 L 3.391 19.06 3.346 21.3(
M 3.230 21.84| 3.013 25.49 M | 3.207 26.86 2.948 25.4%5 M 3.424 1173 3.273 21.76
N 2.495 27.02 n/a nfa | N | 2422 34.68 n/a n/al N 2.467 24.63 n/a n/a
n/a n/a n/a n/a n/a n/a

Table 6. Overall results given lax data restrictions. MOS and WER scores for all systems on both datasets, for all user types. Best

performersin each category are marked in bold.



4. Lessonsfor thefuture

4.1. Incentive

For every endeavor requiring human participatioerdhis the
question of incentive. Type S listeners have cleaentives.
They get to participate in an activity to betteeithfield and at
the same time fulfill their own curiosities abouhet
achievements of their competitors and colleaguEs.a lesser
degree, this may also hold true for type V listenavho are
perhaps friends, family, colleagues, or someone wheome
feels a connection to the goal of improved speagtthssis.
Curiosity and helpfulness are their motivating iméees. So
what of the target population, listener type U, wdme@ most
removed from problem? For the past two years,amswer to
this question has been payment. But is this erfdugh

In the recently published best-sell€reakonomics [9], the
authors describe a 1970’s study that inspires dasiguestion.
It was found that blood bank donations actued#greased when
a small payment was introduced. Suddenly, dondtiogd was
about payment rather than contributing to the gregdod. Last
year we noted that a $5 payment was not suffid@mibringing
in significant numbers of type U listeners. Desplbubling the
payment incentive this year, the problem actugtigw. A few
possible reasons for this phenomenon are discusst@d next
section. We advise that in future incarnationghef Blizzard
Challenge, these issues be carefully consideredadddessed
before committing to a strict timeline.

4.2. Soliciting listeners

As described in the previous section, it was véffjcdlt to fill
our own quota of type U listeners this year. Lypséar, the
Blizzard Challenge was conducted in the spring,induthe
traditional U.S. school year. Having it at thiméi allowed us
access to captive groups of potential subjects.a Assult, the
listeners who made up last year’'s group U were guilgnfrom
two classes, one at Stanford and one at Ohio Siie.
instructors of these two classes asked their stadendo the
study. As a result, last year's group of U listsnevas
somewhat homogenous. This year's Challenge toaicepl
during the summer months when most U.S. undergtaduae
away from their home universities. Thus, we soughéners
from very different sources. An online experimesite at
Carnegie Mellon University was used to help bolgternumber
of U listeners; however, since anyone can accesssite, we
received several false U'si.€ not fitting the specified
demographic), which had to be moved to type V &y ttame
in. Several U listeners this year came from aqmiéege course
for high school students being held on the CMU aasnp
Several others had to be solicited directly based their
demographic appropriateness for this group.

Interestingly, it appears as though a summer sctiagk at
the University of Michigan was asked to completee th
evaluation. Many of these listeners, who registas type V,
could have filled roles as type U; however, we wanaware of
this potential U group until after the evaluatiomsmcomplete
and listener questionnaire were scrutinized. Tdase might
suggest that we should do some type of listendimgprather
than rely on the listeners to register using theregpriate URL.

However, determining who should receive paymentgimates
the task. Sorting listeners also makes balancexh eof the
ordering groups (determining which speech samplashe
listener is given) more challenging.

To a lesser degree, holding the evaluation during t
summer also impacted our ability to fill the ottistener groups
as well. Since type S listeners are exclusivelyeets from the
participating sites by definition, we had to relyn ahe
participants to come up with enough listeners. type R, we
observed that general interest (from outside thathegis
community) had diminished this year. Many peopleowere
willing listeners last year did not participate shiear despite
having knowledge of the new evaluation. In oneecaspost to
one popular bulletin board garnered a large infiti¥ listeners
last year, but this year, that source was farllggstive. These
issues forced us to search out new sources of fetbsteners.

4.3. Test design issues

One challenge we faced last year was the preserice o
homophones in the open response tests. Some kacchaght
and excluded beforehand, but dialect differencepadrticular
were overlooked. This year we made a concertedrtefb
exclude any possible homophones during the sefectib
sentences for testing. Of course, we must stdl eéth typos,
misspellings, and alternate spellings in each thenaresponse
tests. This year the data were pre-processed lmasedsmall
list of possible alternative spellings.d. the American “arbor”
vs. the British “arbour”). We also included a d$meck
module but have chosen not to include those redults
comparison here.

As was the case last year, listeners were askedbmit an
exit questionnaire upon completion of all five gest The
questions were essentially the same as last yeae;-gender,
education, and experience questions, as well astiqne about
the types of tests used in the study. This yeamdded two
questions about the listener's test-taking enviremm
specifically, which browser they used and what tgbeaudio
output device. These were added because of certain
compatibility issues people commented on last y&omments
and suggestions for improvement were also soliciteidteners
were instructed that all exit questions were oglion

Again, the overwhelming majority of comments thisay
were positive; however, media player issues weranaghe
primary complaint. We suggest that for future medions of
the Blizzard Challenge, an embedded media playarsked for
playing the audio files. Too often the browserf@rences of
the listener would cause the file to be played amew page,
advancing the browser window, rather than launcharg
external window. An additional advantage to in&igg the
media player into the page is the potential to nor at least
monitor, the number of times a listener plays ddeh

Also noted this year were a few requests to keapatus
trackerthroughout the tests. In the current design, the listener's
status on each of the tests is only presented enmiin test
page. This would be a simple modification.

Another noteworthy comment from a few listeners tygar
was a concern that the organizers had a hiddendagemhese
listeners commented that they fedey were being tested rather
than the systems as stated repeatedly in the ¢wadua
description and instructions. Primarily becausehef difficult



words in the SUS test combined with the exit qoestiabout
education, these listeners felt their intelligemeas what was
actually being studied. This is a significant pgesb without a
clear remedy.

We have already noted the benefits of conductinarge
evaluation online; however, there are definite atles in doing
so. Several of these obstacles were more app#rsnyear.
Firstly, when there is no experimenter presentrautesting, it
is obviously impossible to assist the listeners nwhbey
encounter difficulties or have questions. It isoakextremely
challenging to ensure that listeners are appragyiassigned to
each of the different listener groups, and wittiase groups, to
ensure that the data is balanced across all testingitions.
Perhaps the largest challenge though is the diffidn getting
enough of your listeners to actually complete dlithe tests.
Some people simply forget to come back to complee tests.
Others forget which email address they register@thers lose
the evaluation URL. Finding ways to encourage detign
from a large number of registered listeners is esmély
important for upcoming years.
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