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Abstract
The Blizzard Challenge is an independent evaluation of syn-
thetic speech systems. This paper describes the Jess system,
one of the participants in the Blizzard Challenge 2007. One of
the unique features of the Jess system is the use of articulatory-
acoustic feature detection to ensure a higher degree of acoustic
consistency at joins. To make results comparable with the sys-
tem presented last year all components of the system except the
actual synthesiser were the same as last year’s entry.

1. Introduction
The Blizzard Challenge is an independent evaluation of syn-
thetic speech systems [1]. This year’s evaluation used a rela-
tively large (8 hour) speech database. Participants had to use
the supplied voice data to build up to three voices:

• Voice A - Used all voice data

• Voice B - Used arctic subset of voice data

• Voice C - (optional) Used participants choice of subset,
based on transcriptions and not audio content

400 utterances from 5 genres had to be synthesised using
each voice. The 5 genres were: text from stories (novel), text
from news stories (news), conversational speech (conv), pho-
netically confusable sentences (mrt) and semantically unpre-
dictable sentences (sus). The conv, news, and novel genres each
contained 100 utterances and the mrt and sus genres contained
50 utterances each.

The Jess system is a synthetic speech system designed to be
used for synthetic speech research. The system was designed
to be straightforward for a non-expert user, without limiting its
flexibility for experts to fine tune different aspects to achieve an
optimal performance. The synthesiser and its associated suite
of tools all use Unicode throughout, including the use of the
International Phonetic Alphabet (IPA) where appropriate.

Although synthetic speech systems already exist that can
produce high quality synthetic speech, the quality achieved is
often proportional to the quantity of manual input required by
the system. Much of the work in the Jess system has been aimed
at achieving the best possible quality using automatic methods
only. Manual input is possible but expertise in synthetic speech
should not be a requirement for building voices and synthesising
speech.

The first prototype of the system was one of the entries in
the Blizzard Challenge 2006 [2]. Participation in 2006 helped
highlight the differences between the Jess prototype and other
research systems and assisted in identifying where future work
should focus. The Jess entry for the Blizzard Challenge 2007
contained numerous improvements on the previous prototype,
which are discussed further in Section 3.

Our focus was on voice A, the voice containing all of the
voice data. We did not submit the optional voice C as our aim
is for the synthesiser to identify which subset of the database is
best for synthesis. In doing this the synthesiser uses the pho-
netic and phonological data that is included in the built voice.

The remainder of this paper discusses the system entered
and the results of the evaluation. Section 2 describes the voice
building process, Section 3 describes the synthesis system, Sec-
tion 4 discusses aspects of the evaluation. Results are discussed
in Section 5, and Section 6 concludes and describes future work.

2. Voice Building Method
The voice building method is fully automated. A single ap-
plication is used to perform the complete building of a voice.
Building a voice requires a speech database containing speech
audio files and a corresponding orthographic transcription of the
speech. The user has to specify the location of the voice data as
well as the name of the language model to be associated with
the voice. It is possible to use different language models for
each language.

The voice building application calculates all intermediate
voice data during the voice building process and stores it in the
speech database. This allows for the intermediate data (mel fre-
quency cepstral coefficients (MFCCs), fundamental frequency,
intensity, f1, ..., f4, articulatory acoustic features, HTK param-
eters for forced alignment, a dictionary file for forced alignment
and the forced alignment temporal endpoints) to be modified at
a later stage if required. It is possible to update a previously
built voice to reflect the modified contents of the intermediate
data.

The speech audio is force aligned using the orthographic
transcriptions to obtain the words present in each file. A lex-
ical representation is then estimated using the language mod-
els and the resulting data is converted into a dictionary for the
forced alignment. The acoustic model used in the evaluation
was trained on TIMIT [3] using HTK.

The voice building process compresses the speech data us-
ing a variation of code excited linear prediction (CELP) en-
coding implemented through the speex codec [4]. Speech an-
notations are automatically created by applying the selected
language models to the normalised orthographic transcriptions.
Each word in the transcription has their appropriate part of
speech (POS) calculated using [5] and pronunciation estimated
using the selected language model. The current language mod-
els are all c4.5 decision trees [6]; however, the system also sup-
ports models based on other techniques such as support vector
machines (SVMs).

After the voice building application has processed all of the
voice data, a single file is produced containing all data needed
for synthesis using the voice. The language used for building
the voice must be installed with the synthesiser, as the language
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models are not included in the final voice. This is intentional to
ensure the same language models that were used in building the
voice will be used for the synthesis to keep the pronunciations
consistent.

The built voices were 158MB for voice A (the full voice
data) and 18MB for voice B (the arctic subset of the voice data).
The voice sizes represent all of the available voice data being
included so that different synthesis techniques could be used
without any need to rebuild the voice. If only the voice data for
the synthesiser component used in the evaluation was included
in the voice files their size would decrease by approximately
50%. To make the results of the new synthesis component in
the system more comparable with last years entry the same lan-
guage models and forced alignment acoustic models as last year
were used.

3. System Overview
The Jess system is a complete speech synthesis system. It uses
an object oriented programming paradigm throughout and was
developed in C. Current versions build on many Unix style plat-
forms such as FreeBSD and Linux, using the current source a
Windows port is feasible. The system makes extensive use of
objects to create a layer of abstraction, resulting in the easy in-
tegration of alternative algorithms for algorithm comparison.

The system was designed to support multiple languages and
voices as described in Section 2. Each voice is stored in a sin-
gle file that contains all relevant data for that voice. The voice
file was designed to include all speech data that any synthesiser
component may need to use. This allows for a direct compar-
ison of synthesis techniques without needing to build separate
voices for each synthesis algorithm.

The synthesiser component used in the evaluation was a
unit selection speech synthesiser, which creates speech by con-
catenating real speech segments to form the target speech, in
line with [7, 8].

This years entry used a different synthesiser to that of the
2006 Jess entry [2]. To make this years synthesiser compara-
ble to the previous entry, all of the components used other than
the synthesiser were kept the same. The language models were
trained on the Celex English dictionary [9] and the phone set
used was the Celex phone set mapped into the IPA. The moti-
vation for mapping the phones into the IPA is that the system
can then contain additional language independent phonologi-
cal knowledge of the phonemes. As different phone sets are
mapped into the IPA, specific details of the phone labels being
used do not need to be supplied to the system.

The synthesiser used a Viterbi search to find the optimal
path through a sequence of diphones. The optimal path was
identified by using the Mahalanobis distance measure as the join
cost function with a vector of parameters calculated from the
speech data, such that:

D(~x, ~y) =
p

(~x − ~y)T Σ−1(~x − ~y) (1)
where ~x is the vector of parameters estimated from the speech of
the left part of the join, and ~y is for the right part of the join. The
covariance matrix (Σ) was calculated during the voice building
process. All math used in calculating the join cost and the co-
variance matrix was done with 64bit precision. The parameters
used in the join cost vectors are 12 MFCCs, fundamental fre-
quency and intensity.

All phones in the voice database have an articulatory-
acoustic feature quality associated with them. This was cal-
culated by extracting the articulatory-acoustic features present

in the audio waveforms. The articulatory-acoustic features used
for the voices built from the voice data were: voiced, vocalic,
consonantal, anterior, continuant, coronal, high, back, strident,
and sonorant. These were chosen from a larger set of feature
extractors as they were the most accurate. The articulatory-
acoustic feature quality of each phone is used to improve the
acoustic consistency present at unit joins. For a more detailed
description of the use of articulatory-acoustic feature extraction
in speech synthesis see [10].

4. Discussion
Our primary motivation for entering the Blizzard Challenge was
to obtain an independent evaluation of the current prototype of
our system. Designing a test as large as the Blizzard Challenge
is very resource intensive, one of the most important aspects of
the evaluation is the access to a large voice database. Public
domain databases are typically around one hour in duration and
lack the phonetic coverage available when using a database as
large as the 8 hour voice data made available in the evaluation.
Another factor is that the evaluation has more listeners partici-
pating that we would have access to otherwise.

The synthesis algorithm performs synthesis faster than real
time. The most computationally expensive stage of the process
is the use of the Mahalanobis distance measure, as it involves
matrix math for every possible join. No form of clustering [11]
is currently implemented as the system performs reasonably fast
without it.

The Blizzard Challenge was the first large test performed
on the use of articulatory-acoustic feature analysis and the new
synthesis component of the Jess system.

Before the Blizzard Challenge, our own experiments on the
use of articulatory-acoustic feature extraction showed a clear
improvement of synthesis quality. At the time of the evaluation
however, we were still experimenting with the optimal config-
uration of the articulatory-acoustic feature extractors. As the
use of the features will result in some units in the voice being
avoided during synthesis, configuration of the relevant compo-
nents primarily depends on the size of voice database. Other
factors include the reliability of the results of the feature extrac-
tors and it is possible that their quality varies between different
speakers and recording conditions. The feature extractor accu-
racy on test data and the amount of feature extractors being used
will also have some influence on their performance.

In situations where the phones with the most common
articulatory-acoustic features present is a small set of the phones
with that label, a threshold can be set to disable the use of
the articulatory-acoustic feature qualities on that set of phones.
This is done to avoid over-pruning the available phones. At the
time of the evaluation we did not have many experiments done
on comparing performance with different thresholds. As voice
A was a quite large voice, a threshold was set that would stop
over 60% of phones being avoided during synthesis. For voice
B, which was only about an hour in duration the threshold was
set to be 30%. The motivation for setting the thresholds quite
high was because of the large amount of articulatory-acoustic
features being used. The comparison of the features present in
any phone is explicit, if a smaller set of feature detectors were
used much smaller thresholds can also be used as there would be
less disagreement when examining the most common features
present.

As the aim of the Jess participation was to measure the
system performance when performing a completely automatic
voice building and synthesis, all utterances were synthesised us-
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ing a batch synthesis option. The batch synthesis required a list
of utterances to be synthesised along with corresponding audio
output files.

The aim of our participation was to obtain an independent
measurement of the performance of the new synthesis compo-
nent that is comparable to the Jess system results from the Bliz-
zard Challenge last year. In the near future we intend to perform
a test using the same synthesis component as used in this year’s
Blizzard Challenge, but with improvements to some of the lan-
guage components, namely:

• Using CMUDICT as a dictionary

• Using UNISYN as a dictionary

• Using different forced alignment acoustic models

An analysis of voices built during both this year’s and last
year’s Blizzard Challenges indicate that these elements are now
the most significant source of error in the system.

5. Results
Although it was possible to submit three voices for the evalua-
tion, we opted to only submit voice A and voice B. The system
was designed to identify the best segments for synthesis in the
voice data, so it was ideal for the system to have as much speech
data as possible available.

For each of the two voices, results were made available in
categories of listeners that participated in the evaluation. There
were 4 different listener categories, each with a single letter rep-
resentation. The listener categories are shown along with their
relevant identification letters in Table 1.

Category ID Listener Category
K UK paid undergrads
R Volunteers
S Speech experts
U US paid undergrads

Table 1: The different listener categories in the evaluation.

Figure 1: Mean similarities to original speaker.

Figure 1 illustrates the similarity of the synthesised speech
to the original speaker. The score is on a scale of 1-5, where
the actual speaker had an overall mean similarity score of 4.6.

Both of the paid undergraduate groups (K and U) have a signif-
icantly higher similarity score than the other two groups. The
speech expert group (S) was the only group that suggested that
the system sounded more similar to the original speaker when
the smaller voice was used. The similarity measures are new to
the Blizzard Challenge this year so it is not possible to compare
them to last year’s evaluation.

Figure 2: Word error rate on SUS data.

Figure 2 shows the word error rate (WER) for each speaker
category. WERs for the original speaker are not available. As
seen in Figure 2, the results do vary considerably, the UK paid
undergrads category being approximately 20% more accurate
than the rest. An examination of listeners’ input during the
WER section of the evaluation shows that errors were often in-
troduced at word endings and at small words that exist as whole
words in the voice database. As the small words in the voice
database do not require for any segments to be joined to form a
word, it indicates that the errors at small words and word end-
ings are due to the temporal endpoints supplied by the forced
alignment. The WER results were calculated from the sus genre
of the evaluation only. This is different than last year, where
they were calculated from the mrt genre as well. Comparing the
WER results of the sus genres from this year and last year show
an improvement in error rate of over 6%. The WER results of
voice A were better than those of voice B, this is a significant
difference from the synthesis component used last year.

Figure 3 shows the mean opinion scores (MOS) for each
speaker category. The MOS scores are calculated by the par-
ticipants giving a score between 1-5 of their initial impression
of how an utterance sounds. The original speaker got a score
of 4.7. The opinions of how each system sounds is always go-
ing to be somewhat in comparison to the other systems in the
evaluation, so we do not compare the MOS from both years
directly. By examining the difference in the MOS between the
two voices, voice A had a higher score for all listener categories.
Although the MOS scores were under 2.0, a comparison of ut-
terances synthesised by the synthesis components from last year
and this year show that this years synthesis component performs
significantly better than the one entered previously.

In comparison with the other systems, the overall MOS and
median opinion scores show the Jess system came 14th of the
16 participants. This is an improvement on last year’s place-
ment and highlights the progress made, as now the system using
a fully automatic build of the voice and synthesis of the utter-
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Figure 3: Mean opinion scores.

ances came ahead of two other systems.
The results verify that the new synthesis component is per-

forming better than the one used in last year’s Blizzard Chal-
lenge evaluation. Our focus was on improving the synthesis
component and now the weakest point of the system is the dic-
tionary and the acoustic model for forced alignment. Since par-
ticipation in the Blizzard Challenge 2007 we have started ex-
perimentation on using language pronunciation models trained
from CMUDICT. While there is a clear improvement when us-
ing CMUDICT, we are still fine tuning the models to achieve
optimal results.

6. Conclusion
In this paper the Jess entry in the Blizzard Challenge 2007 was
described. Our focus was on comparing the current version of
the Jess system with the previous synthesis component that we
used in the Blizzard Challenge 2006. The submitted entry used
an early prototype of our most recent work which incorporates
articulatory-acoustic features into the synthesis process.

The entry involved a completely automatic build of the
voice and synthesis of the test utterances. No manual tweak-
ing was performed at any stage.

Voices were built from the audio files and orthographic tran-
scriptions only. All other intermediate data required was gener-
ated automatically by the system. Two voices were built from
the data, voice A consisted of all of the available voice data and
voice B consisted of the arctic subset only. Each of the built
voices were stored as a single file, voice A was 158MB and
voice B was 18MB.

As the majority of work since the Blizzard Challenge 2006
focused on the synthesis component of the system, we decided
to use the evaluation as an opportunity to get an comparison of
the progress made with the synthesis component. In this year’s
evaluation all components used were the same as last year with
the exception of the synthesis component. A clear improvement
is noticed in the results. In comparison with other systems, the
current system is performing better than last years entry. There
is an improvement of over 6% in the word error rate of the se-
mantically unpredictable sentences.

Participation in the evaluation has helped highlight where
our future work should focus, namely on improvements to the
language and forced alignment components, as well as to de-

velop the use of the articulatory-acoustic feature extraction fur-
ther.
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