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1. Introduction

Blizzard Challenge was organized annually since 2005 to better understand and compare research techniques in building corpus-based speech synthesis systems on the same data. During the past twelve years, unit selection based waveform concatenation approaches and statistical parametric speech synthesis (SPSS) approaches have been the most popular methods. Benefiting from the direct use of natural speech segments, unit selection based waveform concatenation systems could generate speech segments resembling natural speech [1, 2]. The speech quality of unit selection based systems surpass that of SPSS systems by a large margin. The main deficiencies are the demands for large speech corpus and expert fine-tuning. On the other hand, statistical parametric speech synthesis (SPSS) methods try to parameterize waveforms and build acoustic models to predict the acoustic features [3, 4, 5]. Then, a vocoder, such as STRAIGHT [6], is used to reconstruct the speech waveform given the acoustic features. SPSS systems have advantages on flexibility and small footprint, but the speech quality of SPSS systems is limited by the vocoder. Some approaches have been proposed to integrate feature extraction with acoustic model training in the hidden Markov model (HMM) [7] based or deep neural network (DNN) based SPSS systems [8, 9]. Although these methods could generate waveforms directly, they suffer from similar problems as in vocoder approaches due to the use of hidden feature extraction process. Recently, a neural network based autoregressive model name WaveNet was proposed [10], and could generate speech waveforms directly. WaveNet outperformed the baseline HMM-based unit selection system [11] on speech naturalness. However, it demands larger corpus to train and suffers from low efficiency problem in the point by point autoregressive generation process.

This year, participants in Blizzard Challenge were asked to construct speech synthesis systems based on a 6.5-hour children’s audio book corpus which was extended from the 5-hour corpus used last year. Although it is demonstrated in [10] that WaveNet-based system outperformed both the statistical parametric system [12] and HMM-based unit selection system on a 24.6-hour dataset, it is in doubt whether it can achieve similar performance on this comparatively small dataset. We implemented a WaveNet-based TTS system on this task, and our preliminary experimental results showed problems in speech naturalness and intelligibility. Therefore, we chose the unit selection based method for this task following our system last year. Several techniques were proposed to improve the performance of the baseline HMM-based unit selection system. A long short term memory (LSTM)-based recurrent neural networks (RNN) was adopted for tone and breaking indices (ToBI) prediction in the front-end, another LSTM-RNN based acoustic model was built and the hidden layer was adopted as context embedding feature for unit selection. Evaluation results demonstrated that our system performed good on all aspects of paragraph test, which proved the effectiveness of our proposed system. 
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2. Method

In our conventional HMM-based unit selection system, the statistical modeling techniques used in the HMM-based parametric synthesis were introduced in order to incorporate the advantages of SPSS systems. Although the system robustness can be improved, there are still some problems. First, decision tree is a simple model that it cannot express complex context dependencies, as well as the long term relationship between consecutive linguistic frames. This limitation will degrade the unit selection results. Suboptimal units may be selected for the target context. Second, as only concatenation costs at the boundaries of candidate units are evaluated, the expressiveness consistency of the selected unit sequence cannot be guaranteed. Systems built on high expressiveness corpus, such as the provided audio book corpus with various style variation, will suffer from instability problems.

In order to alleviate those problems, we proposed to add context embedding features to guide the unit selection process last year, which was inspired by [13]. An LSTM-RNN based acoustic model was used to extract these features in our system. Deep neural networks have shown superiority over decision trees in dealing with context features [4]. Context feature dependencies within one frame or between consecutive frames can be compactly represented by deep neural networks. So the first problem can be addressed. As deep neural network based acoustic models can generate stable feature sequence, expressiveness consistency of the selected units is supposed to be improved when the context embedding feature sequence of the tar-
get context are used to guide unit selection procedure.

Therefore, not only statistical models in conventional HMM-based unit selection system but also an LSTM-RNN based acoustic model were trained in the training phase of our system. In synthesis phase, the distance cost of context embedding features was incorporated to the selection criterion and used to guide unit selection process.

Figure 1 illustrates this upgraded framework of HMM-based unit selection system. We followed the flowchart and constructed our submitted system this year. A detailed description of the training and synthesis procedure will be presented as follows.

2.1. Training phase

2.1.1. HMM based statistical models training

We used phone as the basic segment for unit selection. 6 context dependent statistical models considering different features were estimated. These models included a spectral model, a F0 model, a phone duration model, a concatenating spectral model, a concatenating F0 model, and a syllable-level F0 model.

The spectral model and F0 model were used to describe frame-level spectral and F0 distribution respectively. Phone duration model was used to present the distribution of frame numbers within a phone. All these models were estimated under the training framework of the traditional HMM-based statistical parametric speech synthesis system[3], where spectra were modeled by a continuous probability distribution and F0s were modeled by a multi-space probability distribution(MSD)[14]. After the spectral and F0 models were obtained, the state and phone boundary information were generated by using a viterbi based force alignment algorithm. Then phone duration model was trained using those information. All these three models were optimized based on ML criterions.

Concatenation models were used to model the distributions of difference features of spectrum and F0 at the phone boundaries separately. Delta and delta-delta feature vectors of spectra and F0s were used for model training. In addition, a syllable-level F0 model, which were trained using F0 features extracted from the vowels of two adjacent syllables, was used to capture the long term prosody dependency in F0s. The alignment information generated above was used to extract those features for concatenation models training.

During the training process, decision tree based model clustering technique was applied to cope with the data-sparcity problems. And the minimum description length(MDL) based model clustering was utilized to control the size of decision trees[15].

2.1.2. LSTM-RNN based acoustic model training

In [13], a DNN based acoustic model was used for context embedding feature extraction. As DNNs deal with each frame independently, correlations between consecutive linguistic frames can not be modeled. LSTM-RNN is a kind of RNN models, the structure of which is specially designed that it can capture the long-term dependencies in sequential data[16]. The superiorities of LSTM-RNN for acoustic modeling have been demonstrated in [5]. Therefore, we proposed to use LSTM-RNN based acoustic model for context embedding feature extraction.

Despite the conventional phone-level and frame-level linguistic features used for neural network based acoustic model training, dialogue mark and sentence type label were also used in our system in order to enrich the input linguistic features for prosody modeling. Dialogue mark was determined based on the fact that whether the current phoneme was in a dialogue. Sentence type was determined based on the punctuation in the raw text. The embedding vectors of those features were added as part of the input vector for LSTM-RNN based acoustic model training.

2.2. Synthesis phase

2.2.1. Unit selection considering context embedding features

Distance between context embedding features of the target context and context of candidate units was used to guide unit selection process in the synthesis phase.

Supposing \( N \) phonemes are included in the text to be synthesized and the context feature sequence is \( C \). The optimal phone unit sequence \( U = \{ u_1, u_2, \ldots, u_X \} \) is searched out from the pre-stored database by maximizing the criterion below:

\[
U^* = \arg \min_U \sum_{m=1}^{6} \omega_m \log P(X(U, m)|C, \lambda_m) - \omega_{KL,D} D_m(C(U), C) - \omega_{ce} D_c(H(C(U), C),)
\]

(1)

where the first and second components are costs from the conventional HMM-based unit selection system and the distance of context embedding features respectively. \( \{ \lambda_m \}_{m=1}^{6} \) are the HMM-based acoustic statistical models obtained in the training stage, \( X(U, m) \) denotes the acoustic features extracted from the \( m \)-th model corresponding to the candidate unit sequence \( U \), and \( C(U) \) denotes the context feature sequence of the candidate unit sequence \( U \). \( P(\cdot) \) and \( D_m(\cdot) \) represent the likelihood and KLD calculation functions separately, \( \omega_m \) and \( \omega_{KL,D} \) are the weight coefficients for the \( m \)-th model and the KLD component in the criterion, which need to be manually tuned. Besides, \( H(C) \) and \( H(C(U)) \) are the context embedding feature sequence of \( C \) and that of context feature sequence \( C(U) \), respectively.
$D_c$ denotes the Euclidean distance between the two context embedding feature sequences, $\omega_{ce}$ is the tunable weight coefficient of this component. Phone-level linear interpolation was applied to normalize the lengths of phone units with duration. Dynamic programming (DP) algorithm was used to search the optimal sequence out. Before that, a KLD-based unit pre-selection method[1] was used in order to reduce computational complexity.

2.2.2. Waveform concatenation

After the optimal unit sequence was searched out, the corresponding waveforms of these units were concatenated. The cross-fade technique[17] was used in order to smooth the phase discontinuity at the concatenation points of unit boundaries.

3. System Building and Evaluations

3.1. System building

3.1.1. Database annotation and text analysis

We used the iFLYTEK English text analysis tool to get the phoneme transcriptions of the texts in the provided dataset. The accent, phrase boundary and boundary tone in the token and breaking indices (ToBI) set were predicted using the same method as that used in last year[2].

3.1.2. Statistical models training

Recurrent layer with long short-term memory projected (LSTMP) architecture[18] was used in our network with the aim to reduce computational cost. The network structure of LSTM-RNN based acoustic model included 1 feed-forward layer, 3 LSTMP layers and 1 linear output layer. As shown in figure 2, the time delay strategy was used in this model. So that the extracted context embedding features can integrate the linguistic information in both past and future. In our system, time delay $d$ is set to 10 frames. A mini-batch stochastic gradient descent (SGD) algorithm was adopted for model optimization. After some informal comparison listening tests, we chose the output of the second hidden layer as the context embedding vector at last.

Acoustic features extracted from 16kHz waveforms were used for all statistical models training and unit selection. 48kHz waveforms were generated at last by concatenating waveform segments corresponding to the optimal candidate unit sequence.

3.2. Evaluation results

We present the listening tests results of our system in Blizzard Challenge 2017. 16 systems, including 3 benchmarks and 13 submitted systems, plus the natural speech were evaluated. The identifiers for the benchmark systems and our system are:

- A: Natural speech
- B: Festival benchmark
- C: HTS benchmark
- D: DNN benchmark
- I: Our system

3.2.1. Naturalness test

Figure 3 shows the boxplot of evaluation results of all systems on naturalness. The results indicate that our system outperforms all the other participants on naturalness. Besides, Wilcoxon signed rank tests show that the difference between our system and any other participant system on naturalness is significant.

3.2.2. Similarity test

The boxplot of similarity evaluation results is presented in figure 4. Our system achieves the highest speaker similarity among all the submitted systems. The difference between our system and any other participant system is significant except for system E.

3.2.3. Intelligibility test

The word error rate (WER) of all participant systems are presented in figure 5. When evaluated by all listeners, the WER of our system is 34%. The intelligibility performance of our
system is worse than benchmark system D and the participant systems L and M. The Wilcoxon signed rank tests indicate that the difference is not significant. When evaluated by the paid native English listeners, the WER of our system is 15.1%, which is still worse than system D, L, and M. The performance is worse than system G and J either. The difference between our system and any of these superior systems is insignificant except the benchmark system D.

3.2.4. Paragraph performance

In this test, seven aspects of speech, including overall impression, pleasantness, speech pauses, stress, intonation, emotion, and listening effort are evaluated separately. Our system achieves the best performance on all aspects as shown in figure 6. The mean opinion scores of our system are listed in table 1. Considering the full mark is 60, the performance of our system is not good enough. More efforts have to be made to promote performance improvements all aspects, especially on speech pause and stress.

Table 1: Paragraph listening test scores of our system.

<table>
<thead>
<tr>
<th></th>
<th>MOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall impression</td>
<td>38.1</td>
</tr>
<tr>
<td>pleasantness</td>
<td>38.1</td>
</tr>
<tr>
<td>speech pauses</td>
<td>36</td>
</tr>
<tr>
<td>stress</td>
<td>36</td>
</tr>
<tr>
<td>intonation</td>
<td>37</td>
</tr>
<tr>
<td>emotion</td>
<td>38</td>
</tr>
<tr>
<td>listening effort</td>
<td>36.6</td>
</tr>
</tbody>
</table>

4. Conclusions

We submitted an unit selection system this year. The system was constructed following the previous framework we developed for Blizzard Challenge 2016, in which three techniques were proposed to improve the performance of HMM-based unit selection system. These techniques were: 1) the context embedding features extracted from a LSTM-RNN based acoustic model were used to improve the unit selection results; 2) LSTM-RNN based models were trained for ToBI prediction in order to improve the prosody; 3) dialogue and sentence type embedding vectors were included in the linguistic features for LSTM-RNN based acoustic model training in order to enrich the expressiveness of synthetic speech. Evaluation results in Blizzard Challenge 2017 demonstrated the effectiveness of our system.
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